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Abstract

Support for generalized algebraic data types (GADT) in extensions of Haskell allows functions defined over GADTs to be written without the need for type annotations in some cases, but it requires type annotations in most of them. This paper presents a type inference algorithm for GADTs that extends OutsideIn algorithm using anti-unification to capture the relationship between the types of arguments and result of GADT functions. This approach allows inference in cases where the relationship between types of pattern matches is explicit in the code, allowing the type annotation in cases where the relationship is not explicit.

CCS Concepts • Theory of computation → Semantics and reasoning; Functional constructs; • Software and its engineering → Functional languages;
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1 Introduction

Generalized Algebraic Data Types (GADTs) are a powerful extension to algebraic data types (ADTs) of functional languages like Haskell1 and ML, and widely used nowadays.2 Type inference for GADT is difficult and, in many cases, lacks principal type property.

1GADT is supported as an extension in GHC.
2Examples of applications of GADTs are described, for example, in [4, 8, 18, 19].
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Haskell adopts an ingenious algorithm for type checking in presence of GADTs. This algorithm, called OutsideIn, generates constraints from outside a GADT pattern match to the inside, but not vice versa [17]. However, in order to guarantee the principal type property and decidability of constraints solver, in just a few cases, OutsideIn is able to infer the type of an expression. OutsideIn requires type annotation for simple functions, such as $f$:

data $H\ a\ where$

$H1 :: Bool \rightarrow H\ Bool$

$H2 :: Int \rightarrow H\ Int$

$f = \lambda x.\ case\ x\ of$

$H1\ n \rightarrow n$

$H2\ n \rightarrow n$

Gelain et al. [7] proposes an approach that uses anti-unification on the types of alternatives to capture the relationship between types associated with GADTs. However, there are cases where the relationship of arguments with GADT is not explicit in the code. For these cases it is necessary type annotation, which is not supported by the algorithm. This paper presents an algorithm that combines these two approaches. The main contribution involves adding type annotation support to the previous work by using a verification very similar to the one in OutsideIn algorithm. Additionally, we present a problem in the previous anti-unification algorithm and a solution including rigid type variables.

The base language for our system is defined in Section 2. The main ideas of the use of anti-unification on type inference algorithm are presented in Section 3, through some examples. That section also presents a simplified version of the algorithm proposed in [7]. The simplified version does not handle recursive calls, which usually involves polymorphic recursion in presence of GADTs. Section 4 presents a modification of OutsideIn by adding the approach described in Section 3. Section 5 discusses related work and Section 6 concludes.

2 Types, Terms and Basic Concepts

Before we discuss our approach, we briefly introduce our base language. We omit data type declarations for simplicity, and assume that type bindings for data constructors introduced in GADTs and ADTs declarations are given in an initial type environment.
Term variables $x, y$ Type constructors $T$
Type variables $a, b, c$ Data constructors $K$

Term $e ::= x \mid K \mid \lambda x. e \mid e \, e'$

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>Pattern</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
</tr>
</tbody>
</table>
| Simple type $\tau, \nu ::= \nu \mid \tau \rightarrow \nu \mid T \bar{\tau}$
| Type scheme $\sigma ::= \tau \mid \forall \nu. \tau$
| Typing context $\Gamma ::= \emptyset \mid \Gamma \cup \{ \nu : \sigma \}$
| Constraint $C, D ::= \tau \sim \nu \mid C \land C \mid \epsilon$
| Proper Constr. $F ::= C \mid \{ \bar{\nu} \} \rho, C \supset F \mid F \land F$
| Substitution $S ::= \emptyset \mid S \cup [\alpha \mapsto \tau]$

Figure 1. Syntax of terms and types

The context-free syntax of types and terms is defined in Figure 1. Programs are represented by terms in lambda calculus together with let bindings (possibly with a user-supplied type signature) and case expressions to perform pattern matching. For simplicity, we consider a simplified syntax for patterns, that does not include nested patterns, except for tuples to combine multiple pattern for match. For example, function test (taken from [17]):

```
data T a where
  T1 :: Int \rightarrow T Bool
  T2 :: T a

  test T2 n = ... = n > 0
  test T2 r = r
```

can be translated to the core language as:

\[
\lambda x. \text{case } x \text{ of } (T1\ n, ..) \rightarrow n > 0 \quad (T2, r) \rightarrow r
\]

In the examples we used Haskell-like syntax. For simplicity and following common practice, kinds are not considered in type expressions. Type expressions which are not simple types are not explicitly distinguished from simple types. There is a distinguished function type constructor that is written as an infix operator, $\tau \rightarrow \tau'$, as usual.

Meta-variables can be used primed or subscripted. We use $\bar{a}$, to denote the sequence $a_1, \ldots, a_n$, where $n \geq 0$. When used in a context of a set, it denotes the corresponding set of elements in the sequence $\{a_1, \ldots, a_n\}$.

A substitution $S$ is a function from type variables to simple types. The identity substitution is denoted by $id$ and $\circ$ denotes substitution composition. $S\sigma$ represents the capture-free operation of substituting $S(\alpha)$ for each free occurrence of $\alpha$ in $\sigma$. Substitution application is extended to sets of types and typing contexts as usual. The notation $S[\alpha \mapsto \overline{\tau}]$ denotes the substitution $S'$ such that $S'(\beta) = \tau_i$ if $\beta = \alpha_i$, for $i = 1, \ldots, n$, otherwise $S'(\beta)$. Also, $[\alpha \mapsto \tau] = id[\alpha \mapsto \tau]$.

We also use the following notation: i) $\text{fv}(\sigma)$ for the set of free type variables in $\sigma$; ii) $\text{gtv}(\tau)$ for the set of free type variables that occur in $\tau$ as a parameter of a GADT type constructor.

### 2.1 Anti-Unification

A type $\tau$ is a generalization (also called first-order anti-unification [2]) for a set of simple types $\{\tau_i\}$ if there exist substitutions $\bar{S}$ such that $S_i(\tau) = \tau_i$, for $i = 1, \ldots, n$. A generalization $\tau'$ of $\{\tau_i\}$ is a least generalization if, for any generalization $\tau''$ of $\{\tau_i\}$, there exists a substitution $S$ such that $S\tau'' = \tau'$.

A function that gives a least generalization of a finite set of simple types will be called $\text{lg}$. An algorithm for computing such function is given in Figure 2, where we use meta-variables $X, Y, Z$ to denote either a type constructor or type variable, and $S$ is a finite mapping from type variables to pairs of simple types.

\[
\text{lg}(S) = \tau \quad \text{where } (\tau, \phi) = \text{lg}'(S, id), \text{ for some } \phi
\]

\[
\text{lg}'(\{\tau\}, \phi) = (\tau, \phi)
\]

\[
\text{lg}'(\{\tau_1\} \cup S, \phi) = \text{lg}_2(\tau_1, \tau', \phi') \quad \text{where } (\tau', \phi') = \text{lg}'(S, \phi)
\]

\[
\text{lg}_2(X \bar{T}_n, X' \bar{p}_m, \phi) =
\]

\[
\begin{cases}
(\chi, \phi) & \text{if } \phi(a) = (X \bar{T}_n, X' \bar{p}_m) \text{ for some } a \text{ then } (a, \phi) \\
(\chi', \phi_0) & \text{otherwise}
\end{cases}
\]

\[
(\chi'_i, \phi_i) = \text{lg}_2(\tau_i, \rho_i, \phi_{i-1}, \phi\text{-var}, \phi')\text{-var}, \text{for } i = 1, \ldots, n
\]

\[
\begin{cases}
(\tau', \phi') & \text{if } n = 0 \text{ or } m = 0 \\
(\tau', \phi') & \text{otherwise}
\end{cases}
\]

\[
(\tau', \phi') = \text{lg}_2(\tau, \rho, \phi\text{-var})
\]

\[
(\tau', \phi') = \text{lg}_2(\tau_m, \rho_m, \phi')
\]

Figure 2. Least Common Generalization

As an example of the use of $\text{lg}$, consider the following types (of functions $\text{map}$ on lists and trees, respectively):

The concept of least common generalization was studied by Gordon Plotkin [14, 15], that defined a function for constructing a generalization of two symbolic expressions.
3 Basic Idea

Let’s call GADT term a case term that has a parameter or the result of a GADT type. In the approach proposed by Gelain et al. [7], type inference for a GADT term uses the generalization of the types inferred for all alternatives in its definition, in order to determine which types are associated with a GADT.

Let us consider a GADT term defined by:

\[
\lambda x. \ \text{case } x \ \text{of} \ {\langle p_1, \ldots, p_n \rangle \rightarrow e_1, \ldots, \langle p_m, \ldots, p_{mn} \rangle \rightarrow e_m}.
\]

Type inference for the definition of terms, in a typing context \(\Gamma\), consists of the following steps:

1. **Step 1** Infer a type \(\tau_{i1}, \ldots, \tau_{in}\) for each alternative \(\langle p_{i1}, \ldots, p_{in} \rangle \rightarrow e_i\), for \(i = 1, \ldots, m\).

2. **Step 2** Compute a least common generalization \((\rho_1, \ldots, \rho_n) \rightarrow \rho'\) of the types inferred for all the alternatives. That is, \((\rho_1, \ldots, \rho_n) \rightarrow \rho' = \text{lkg}(\{\tau_{i1}, \ldots, \tau_{in}\} \rightarrow \tau'_i)_{i=1..m}\). This is done in order to capture the relationship between the types of each alternative and the GADT type, as illustrated by the examples below.

3. **Step 3** Compute the most general unifier \(S\) that unifies the types of all the alternatives, where type variables in these types that occur as parameters of a GADT type are considered to be rigid, and the type obtained by skolemizing type variables in \((\rho_1, \ldots, \rho_n) \rightarrow \rho'\) that occur as parameters of a GADT type.

4. **Step 4** Finally, the type inferred is \(S((\rho_1, \ldots, \rho_n) \rightarrow \rho')\), where \((\rho_1, \ldots, \rho_n) \rightarrow \rho'\) is the type computed in Step 2 and \(S\) is the substitution computed in Step 3.

This type inference process is illustrated next through some examples.

**Example 1. Type Inference of function test**

Consider type inference for function \(\text{test}\) presented in Section 2. The types inferred for the alternatives in the definition of \(\text{test}\) are:

\[
\begin{align*}
\text{test} ::& \ T \ \text{Bool} \rightarrow \ a \rightarrow \ \text{Bool} \\
\text{test} ::& \ T \ b \rightarrow c \rightarrow c
\end{align*}
\]

The \(\text{lkg}\) of these types yields type \(T \ b' \rightarrow c' \rightarrow d'\). Note that type \(b'\) occurs as a parameter of a GADT type constructor, and thus, the types which correspond to \(b'\) in the type of each alternative may be distinct. On the other hand, the types corresponding to \(c'\) should be the same in each alternative, as well as for \(d'\). This is checked by computing the most general unifier of the types of all the alternatives and type \(T \ k \rightarrow c' \rightarrow d'\), where \(k\) is a skolem constant (that is, type variables that occur as a parameter of a GADT type constructor are not unified). The type inferred for function \(\text{test}\) is thus:

\[
\text{test} :: \ \forall a. T \ a \rightarrow \ \text{Bool} \rightarrow \ \text{Bool}
\]

\[
\forall a. T \ a \rightarrow a \rightarrow a \text{ could also serve as a type for } \text{test}, \text{ and in that case expression } (test \ T2 \ \langle a' \rangle) \text{ would be type-correct. Note that none is an instance of the other and allowing a more general type signature for } \text{test}, \text{ such as for example } \forall a, b. T \ a \rightarrow b \rightarrow b, \text{ would not preserve type soundness since, for example, application } \text{test} \ (T1 \ 3) \ 3 \Rightarrow 5 \text{ would be type correct, and result in runtime type error.}
\]

In Haskell, type inference for function \(\text{test}\) generates implication constraints [17, 22], given by (where \(\sim\) denotes type equality and \(\triangleright\) denotes implication):

\[
(a \sim T \ b) \land (b \sim \text{Bool} \triangleright c \sim \text{Bool}) \land (a \sim T \ d) \land (c \sim c)
\]

Type equality constraint \((b \sim \text{Bool})\) is generated from \(T1\ n\), type equality constraint \((c \sim \text{Bool})\) is generated from the first alternative in the definition of \(\text{test}\), type equality constraint \((c \sim c)\) from the second alternative in the definition of \(\text{test}\), where \(e\) is the type of \(r\), which is, in this case, free to be unified \((e \triangleright c)\). The meaning of an implication constraint can be understood by considering that, in this example, \((b \sim \text{Bool} \triangleright c \sim \text{Bool})\) indicates that if type variable \(b\) is instantiated to \(\text{Bool}\) then so must \(c\). These constraints have substitution \([c \triangleleft \text{Bool}]\) as a solution. Application of this substitution on the type of \(\text{test}\) yields type \(T \ b \rightarrow \text{Bool} \rightarrow \text{Bool}\), which is the same type inferred by our algorithm. However, type variable \(c\) is considered unattachable in the implication constraint, and then type inference fails. Type variables which occur in implication constraints are considered unattachable within these constraints, and can only be substituted as a result of applying substitutions obtained as a result of solving other constraints. In GHC 7.6.x type inference proceeds as outlined, but from version 7.8.1 a more restricted set of GADT functions for non-annotated types was adopted [7].

**Example 2.** In some cases anti-unification does not capture the relationship between the types of the alternatives and the GADT type, as illustrated by the following example, presented in [20]:

\[
\begin{align*}
\text{data} & \ \text{Erk} \ a \ b \ \text{where} \\
& I :: \ \text{Int} \rightarrow \ \text{Erk} \ a \ b \\
& B :: \ \text{Bool} \rightarrow \ \text{Erk} \ a \ b
\end{align*}
\]

\[
\begin{align*}
g & (I \ a) = a + 1 \\
g & (B \ b) = b \& \& \text{True}
\end{align*}
\]

The types inferred for the first and second alternatives in the definition of \(g\) are, respectively, \((\text{Erk} \ a \ b) \rightarrow \text{Int}\) and \((\text{Erk} \ a \ b) \rightarrow \text{Bool}\). The least common generalization of these types is: \((\text{Erk} \ a' \ b') \rightarrow c\). In our approach, since type
variable \( c \) is not a parameter of a GADT type constructor, we try to unify types \( \text{Int} \) and \( \text{Bool} \), which fails, causing the definition of \( g \) to be rejected. However, type \( \text{Erk} \ a \ a \rightarrow a \) would be a valid type for \( g \).

**Example 3.** When a type variable occurs associated with the GADT in some alternative, this variable is considered rigid. If it is necessary to unify this variable the function must be rejected. This occurs in cases where generalization is not able to determine this association in all alternatives, as in example:

\[
\text{data } R \ a \ \text{where} \\
R1 :: \text{Int} \rightarrow R \ \text{Int} \\
R2 :: a \rightarrow R \ a
\]

\[
testR \ (R1 \ x) \ y = \text{if } y \ \text{then } x \ \text{else } x + 1 \\
testR \ (R2 \ x) \ y = \text{if } x == y \ \text{then } x \ \text{else } y
\]

The types inferred for alternatives are, respectively, \( R \ \text{Int} \rightarrow \text{Bool} \rightarrow \text{Int} \) and \( R \ a \rightarrow a \rightarrow a \). The least common generalization of these types is: \( R \ b \rightarrow c \rightarrow b \). The generalization is not able to capture the association of type variable \( c \) with the GADT, therefore, we try to unify \( c \) with \( \text{Bool} \) and \( a \), but unification fails because \( a \) is substituted by a rigid type variable, and function \( \text{testR} \) is rejected.

This rigidity is necessary because, in the second alternative, the type of the second parameter must be the same that occurs in the GADT, and inference of a type that violates this relation can cause a runtime error. For example, \( R \ a \rightarrow \text{Bool} \rightarrow a \) is not a valid type for \( \text{testR} \) since expression \( \text{testR} \ (R2 \ 1) \ True \) would cause an runtime error.

### 3.1 Type inference for alternatives

The main ideas of our type inference algorithm are formalized by rule (CASE) presented in Figure 3. Type inference for expressions and patterns are standard.

Function \( \text{unifyall} \), used in rule (CASE) for unifying the types of alternatives, is defined below. It uses a modified version of usual unification in order to take into account for Skolem constants \( (\kappa) \) and rigid type variables \( (\alpha') \):

\[
\Gamma \vdash e : (\tau, S)
\]

\[
\forall \alpha, \alpha' \in \Gamma \quad \tau = [\alpha \mapsto \overline{\beta}] \tau' \quad \overline{\beta} \text{ fresh} \\
\Gamma \vdash \alpha \vdash e : (\tau, S) \quad \alpha \text{ fresh} \quad (\text{VAR})
\]

\[
\Gamma \vdash x : (\tau, \text{id}) \quad (\text{ABS})
\]

\[
\Gamma \vdash e_1 : (\tau_1, S_1) \quad S' = \text{unify}(\tau_2 \rightarrow \alpha \rightarrow \tau_1, \alpha) \\
S_1 \Gamma \vdash e_2 : (\tau_2, S_2) \quad S = S' \circ S_2 \circ S_1 \quad \alpha \text{ fresh} \quad (\text{APP})
\]

\[
\Gamma \vdash e_1 \ e_2 : (S \alpha, S) \\
\Gamma \vdash \lambda x. e : (S \rightarrow \tau, S) \\
\Gamma \vdash \text{let } x = e_1 \ \text{in} \ e_2 : (S \tau_2, S) \quad (\text{LET})
\]

**Figure 3.** Type inference
\[\text{unifyall}(\tau, \emptyset) = \text{id}\]
\[\text{unifyall}(\tau, \{\tau'\} \cup \{\bar{\tau}\}) = \text{unifyall}(S\tau, \{\bar{\tau}\}) \circ S\]
where \(S = \text{unify}(\tau, \tau')\)

\[\text{unify}(\alpha, \tau) = \text{id} \text{ if } \tau \equiv \alpha^* \text{ then } \text{id} \text{ else } \text{fail}\]
\[\text{unify}(k, \tau) = \text{id}\]
\[\text{unify}(a, \tau) = \text{id} \text{ if } a \notin \text{ftv}(\tau) \text{ then } [a \mapsto \tau] \text{ else } \text{fail}\]
\[\text{unify}(\tau_1, \tau_2) = \text{unify}(\tau_2, \tau_1) \text{ if } \tau_2 \text{ is a variable}
\quad \text{or a Skolem constant}\]
\[\text{unify}(C\tau_1..\tau_n, C'\tau'_1..\tau'_m) = \begin{cases} 
\text{id} & \text{if } n = m \text{ and } C = C' \\
\text{fail} & \text{otherwise}
\end{cases}\]
where \(S_0 = \text{id}\)
\(S_i = \text{unify}(S_{i-1}(\tau_i), S_{i-1}(\tau'_i))\) for \(i = 1..n\)

Functions defined over GADTs often involves polymorphic recursion, Gelain et al. [7] proposes to handle polymorphic recursion in a way that is similar to type inference for overloading in system CT [1]. But, for simplicity, that problem was not addressed here.

4 Modified OutsideIn

Since our solution is mostly focused on the (CASE) rule, we are able to reuse a big portion of the OutsideIn algorithm [17]. The process\(^4\) we propose is applied in addition to the OutsideIn constraint generator for case expressions, which would normally return a \((\tau, F)\) tuple. Since our algorithm returns a substitution \(S\), the modified OutsideIn version returns a \((\tau, F, S)\) tuple.

Rules (VAR) and (CONS) had the \text{id} substitution added to their returns. Rules (APP) and (ABS) are changed only to propagate the substitution returned, composing when needed. Rule (LETA) is important, since our algorithm does nothing about type signatures. When an annotated \text{let} expression occurs, all substitutions returned are discarded, and the original OutsideIn constraint generation is done.

The most significant modification compared to Outside is in Rule (LET). When an unannotated \text{let} expression is found, the implication constraints generated are discarded, since they are only needed to check annotations. In this situation, the GADT inference done by our algorithm is finally applied to constraints and types. The remaining process is preserved.

In order to comport both methods, rule (CASE) does, independently, both the constraint generation for alternatives, from OutsideIn, and the procedure described on 3.1, which is abstracted by the so-called Anti-unification Solver (see Figure 6). On (CASE), the information returned by (PAT) is combined to form constraints (from OutsideIn) and groups of form \((\tau \rightarrow \alpha, F, S)\), that are going to be the anti-unification solver parameter.

\(^4\)A Haskell implementation of this algorithm is available at github.com/GabrielaMoreira/GADTInference/
Figure 4. Modified Outsider
Therefore, it’s application on the constraints will make them all solvable, turning implication constraints into simple ones. Solving them will return the remaining bindings, which will be composed with S and finally applied to the fresh original type to return the final type inferred: \( \forall \alpha. H \alpha \rightarrow \alpha \).

In some cases where our approach is not able to capture the relationship between the types and the GADT, the type could still be inferred by OutsideIn. In order to allow this, some condition should be added to verify if the anti-unification solver has failed, and if so, make it return the id substitution. This way, the original constraints will be passed to the constraint solver and type inference will be done entirely by OutsideIn. Such verification is not described in the algorithm formalization for clarity purposes.

5 Related Work

Haskell was one of the very first programming languages supporting GADTs. Woobly types [9, 10] describes one of the first implementations of GADTs in GHC, and most of type checking of GADT functions is done using type annotations. These types, called rigid types, are propagated to inner scopes by means of some specific rules. Such propagation strategies are also explored by Pottier and Régis-Gianas [16] which define a two-pass type inference algorithm, separating traditional Hindley-Milner type inference from the propagation of explicit type annotations. This separation makes the mechanism of type propagation more efficient.

Currently, GHC uses the type inference algorithm described in [17, 22], called OutsideIn, which extracts type constraints from expressions occurring in inner scopes and solves these constraints in the outermost scope, avoiding an ad hoc approach for propagating rigid types. Besides using a more natural mechanism for propagation of annotated types, this approach enables more helpful error messages and type inference in a restricted number of function declarations. In these cases a rather restrictive rule is adopted in the definition of untouchable variables, so that only the types of functions for which the existence of a principal type can be guaranteed are inferred. In [21] Sulzmann and Schrijvers introduce some ideas adopted in the OutsideIn algorithm.

Lin and Sheard present the Pointwise GADT type system [12], that uses a modified unification algorithm to support parametric instantiation and type indexing. In [11] Lin proposes algorithm \( \mathcal{P} \), more restrictive than Pointwise, that does not require type annotations. The algorithm applies generalization only in patterns of alternatives and supports polymorphic recursion using an approach similar to [13] and places an iteration limit to guarantee termination.

Chore uses choice types in order to describe the type of a function [3]. A set of choices with the same name represents a set of types of each alternative of an expression. For example, \( f : (H \text{Int}, H \text{Bool}) \rightarrow f'(\text{Int}, \text{Bool}) \) can represent the type of \( f \) presented in introduction. New sets of choices are added when new scrutinee type need to be represented, like functions with nested cases.

In Chore [3], choice types are propagated during all the inference process, the reconciled type is generated just to communicate with users using an algorithm (named reconcile)
6 Conclusion

The Outsiden algorithm is quite efficient in type checking of GADT expressions. However, the set of expressions that it is able to infer the type is restricted. It (and, consequently, GHC) is not able to infer a type for unannotated functions presented in Examples 1, 2 and 4. This paper adds an anti-unification-based type inference method to the Outsiden algorithm. The algorithm presented is able to infer a type for Examples 1 and 4 preserving the capacity to verify annotated functions given by the constraints approach in Outsiden.

Every GADT inference algorithm has difficulty to explain to the programmer which expressions can be accepted without type annotation. We believe that our approach is more intuitive. But it is necessary, like the Outsiden, to determine in which cases it is possible to guarantee the principal type property. For this, we still must provide a declarative description that specifies the set of programs that are well typed according to our type inference.

We have focused exclusively on GADTs, GHC supports others advanced type system features, such as type classes and type families [22]. A future work is to adapt our approach to address these features.
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